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Abstract. The aim of this paper is to highlight the relevance of the neural net-

work paradigm application for the modeling of next generation wireless ampli-
fiers, which behave mostly nonlinearly due to the new highly-efficient modula-

tion techniques. A model that has the capability to learn and predict the dy-
namic behavior of nonlinear amplifiers based on a Time-Delayed Neural Net-
work (TDNN), is proposed. The model can be trained with input/output device
measurements or simulations, and a very good accuracy can be obtained in the
device characterization casily and rapidly. These properties make this kind of

models specially suitable for new wireless communications amplifiers that re-
quire speed, good model accuracy and simplicity in model building, to reduce
the time-to-market in the development process. The TDNN model has been
validated with Power Amplifier (PA) time-domain simulations.
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1 Introduction

The development of RF components for new generation wireless communications
devices, i.e. third generation (3G) mobile phones, needs new accurate and speed
modeling of its components [1]. The new highly-efficient modulation techniques

designed for the new communication standards have triggered new challenging is-
sues in the modeling and design of their components, because existing techniques
have become not suitable anymore for modeling the new amplifiers behavior [2],

related to the memory phenomena. In the time-domain, memory effects cause the

output of the amplifier to deviate from the desired linear output characteristic when
the signal changes, resulting in a deterioration of the whole system performance.
Moreover, in wireless communications, the transmitter amplifier can even introduce

nonlinearities in the signal when operating near its maximum output power [3].
A technique that is receiving increasing attention for the development of electronic

devices models is the Neural Network (NN) approach (4] since model tailoring to the

element under study only needs a training procedure based on simulated or measured

input-output time or frequency domain datasets. The model is considered as a black-

box in the sense that no knowledge of the internal structure is required and the model-
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